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ABSTRACT
In partial multi-label learning (PML) problems, each instance is
partially annotated with a candidate label set, which consists of
multiple relevant labels and some noisy labels. To solve PML prob-
lems, existing methods typically try to recover the ground-truth
information from partial annotations based on extra assumptions
on the data structures. While the assumptions hardly hold in real-
world applications, the trained model may not generalize well to
varied PML tasks. In this paper, we propose a novel approach for
partial multi-label learning with meta disambiguation (PML-MD).
Instead of relying on extra assumptions, we try to disambiguate
between ground-truth and noisy labels in a meta-learning fashion.
On one hand, the multi-label classifier is trained by minimizing a
confidence-weighted ranking loss, which distinctively utilizes the
supervised information according to the label quality; on the other
hand, the confidence for each candidate label is adaptively estimated
with its performance on a small validation set. To speed up the op-
timization, these two procedures are performed alternately with
an online approximation strategy. Comprehensive experiments on
multiple datasets and varied evaluation metrics validate the effec-
tiveness of the proposed method.
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Figure 1: An example of partialmulti-label learning. The im-
age is partial-labeled by annotatorswith different level of ex-
pertise on the crowdsourcing platform. In the candidate la-
bel set, building, tree, window, light and bicycle are ground-
truth labels while people, cloud and flower are noisy labels.

1 INTRODUCTION
In multi-label learning problems, each instance is associated with
multiple class labels simultaneously [45]. For example, a fragment of
movie may consist of multiple characters [22]; a piece of document
can be categorized into multiple topics [21]; and an image may be
annotated with multiple tags [4]. The goal of multi-label learning is
to train a classification model based on precisely annotated training
data that can accurately predict all the relevant labels for an unseen
example.

Typical multi-label learning methods assume that each instance
has been precisely annotated with all of its relevant labels. Unfortu-
nately, in many real-world scenarios, instead of ground-truth labels,
one can only get access to a candidate label set, which contains
multiple relevant labels and some other noisy labels. For instance,
as shown in Figure 1, on the crowdsourcing platform, labelers with
different level of expertise may annotate the image with multiple
candidate labels, among which only some of them are correct ones.
The problem has been recently formulized as a learning framework
called partial multi-label learning (PML) [32, 35, 42].

In order to solve PML problems, a straightforward method is to
transform the original problem to a standard multi-label learning
problem by simply treating all candidate labels as relevant ones.
Then, one can employ off-and-shelf multi-label learning methods
to solve the transformed problems. Unfortunately, such methods
may be seriously misled by the noisy labels in the candidate set.

Recently, a number of approaches have been proposed to improve
the practical performance of PML. These methods usually tackle the
partial-labeled data with disambiguation strategy, which recovers
the ground-truth labeling information from the candidate labels.
The main idea is to maintain a confidence for each candidate label
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to measure how likely it can be a ground-truth label based on the
structure information of data. For example, some methods focus
on the sparsity assumption of the noisy labels, which utilizes the
sparsity constraint to recover either the noise label matrix [27]
or weight matrix of the noisy label identifier [35]. The smooth
assumption is utilized either to achieve credible label elicitation
[42] or perform label enhancement [36] while the label correlation
is employed to recover label confidences [32, 36].

Despite the advances these methods have achieved, a potential
limitation is that they perform disambiguation based on extra as-
sumptions, which hardly hold in many real-world scenarios. For
example, in practice, instead of sparsity, the candidate set may con-
sist of a number of noisy labels, since the ground-truth labeling
information may be corrupted heavily in the extreme case. The
smooth assumption based on Euclidean distance may be ineffective
in the high-dimensional feature space.

To tackle these challenges, in this paper, we argue that in order
to accurately recover the ground-truth information, it is more ef-
fective and reliable to perform disambiguation in a meta learning
fashion by utilizing a small validation set. Specifically, a confidence-
weighted ranking loss is developed to train the multi-label classifier
on the partial-labeled data, where the confidences measure the rel-
evance orders of each label pair. To achieve disambiguation, we
adaptively estimate the confidence for each candidate label guided
by its performance on the validation set. These two procedures are
performed iteratively by using the online approximation strategy
to save the computational cost. Our empirical studies demonstrate
that the proposed method can outperform state-of-the-art methods
on different datasets with regard to various evaluation metrics.

2 RELATEDWORK
Partial multi-label learning is a recently proposedweakly-supervised
learning framework, which is particularly relevant to two popu-
lar learning scenarios: multi-label learning [45] and partial label
learning [6].

Multi-label learning (MLL) studies the problem where each in-
stance is associated with a set of valid labels simultaneously. Based
on the order of label correlations [45] that learning techniques
have exploited, existing multi-label learning approaches can be
roughly classified into three categories: first-order, second-order
and high-order methods. The first-order is the most straightfor-
ward approach for multi-label learning, which decomposes the
multi-label learning task into a series of independent binary clas-
sification problems [3, 44]. However, the first-order approaches
ignore the label correlations, which are fundamental information
for solving multi-label learning problems. The second-order ap-
proaches tackle the multi-label learning task by considering the
correlations between two labels [8, 14]. The high-order approaches
consider the high-order correlation among all labels [5, 15, 16],
which has stronger correlation-modeling capabilities than first-
order and second-order approaches. The purposes of both MLL and
PML are to learn a multi-label model which can predict all relevant
labels for an unseen instance. However, the task of PML is more
challenging than MLL because only the candidate label set with
ambiguous information is given in PML setting.

Partial label learning (PLL) studies the problem where each in-
stance is associated with a set of candidate labels, but only one
of them is valid. Existing partial label learning approaches can be
roughly grouped into two families. One aims to disambiguate the
candidate label set [6, 9, 10, 38, 39], the other tries to transform
partial labeling problems into traditional supervised learning prob-
lems [31, 43]. Recently, some works study PLL problems from the
theoretical perspective. In [19], authors study the learnability of
PLL problems. Consistent PLL learning methods are proposed in
[11]. Both PLL and PML aim to learn a classification model from
partially labeled training examples. Nevertheless, the task of PML is
more challenging than PLL, because there are multiple ground-truth
labels in the candidate label set for PML problems.

In order to solve partial multi-label learning problems, the most
commonly used technique is the disambiguation, which recovers
the ground-truth labels from the candidate label set. For instance,
in [32], two effective methods PML-lc and PML-fp are proposed
to learn the multi-label classifier and estimate the confidences si-
multaneously. Low-rank matrix approximation technique is used
to recover the ground-truth labeling information in [40]. In [27],
authors propose to achieve disambiguation by decomposing the
observed matrix into two matrices, i.e., the ground-truth label ma-
trix and noisy label matrix. A two-stage method PARTICLE [42]
first recovers the credible labels with high labeling confidences
and then utilizes an iterative label propagation procedure to train
a multi-label classifier with credible labels. In [35], authors first
consider the generation process of noisy labels in the candidate set
and utilize this information to solve PML problems. In [37], authors
borrow the idea of adversarial training to solve PML problems.
DRAMA proposes to employ the gradient boosting model to fit the
label confidences learned with smooth assumption [30]. The label
compression technique is used to solve PML problems [41]. In [20],
authors utilize the graph matching mechanism to recover ground-
truth labels. The unbiased risk estimator for PML is proposed in [34].
Authors first extend PML into semi-supervised learning setting in
[33]. Despite the advances these methods have achieved, a potential
limitation is that most of these methods achieve disambiguation
based on extra assumptions, which cannot hold in practice.

Our approach achieves disambiguation for candidate labels by
adaptively estimating confidences in a meta learning manner [1,
18, 29]. The main idea of meta learning is to optimize a meta-loss
on the validation set, which has been widely used in few-shot
learning scenarios [23, 24, 28], where only a few of labeled exampels
for each class label. Similar to previous works [12, 25, 26], the
proposed method performs the meta-objective optimization by
using the online approximation strategy. However, different from
these methods, our method first considers learning to disambiguate
for candidate labels.

3 THE PROPOSED APPROACH
For each partial-labeled example, let 𝒙 ∈ X be a feature vector and
𝒚̂ ⊆ Y be its corresponding candidate label set, where X ⊂ R𝑑
is the feature space and Y = {1, 2, ..., 𝑞} is the target space with
𝑞 possible class labels. Note that in our setting, besides relevant
labels, the candidate label set may contain multiple noisy labels,
i.e., for each instance, we have a ground-truth label set 𝒚 ⊆ 𝒚̂. We



denote by 𝒇 (𝒙, 𝜽 ) the output of the neural network for instance 𝒙 ,
where 𝜽 is the net parameter. Let 𝑓𝑗 (𝒙, 𝜽 ) be the 𝑗-th component of
𝒇 (𝒙, 𝜽 ). Our goal is to learn a multi-label classifier based on a given
training set 𝐷 = {(𝒙1, 𝒚̂1), (𝒙2, 𝒚̂2), ..., (𝒙𝑛, 𝒚̂𝑛)} with 𝑛 examples
that can accurately predict all the ground-truth labels for an unseen
instance. In the following content, we will primarily introduce the
objective function based on confidence-weighted ranking loss for
tackling partial-labeled data; then, we discuss how to adaptively es-
timate confidences for candidate labels in a meta-learning manner;
finally, to save the computational cost, we propose to use the online
approximation strategy for optimizing the parameters iteratively.

3.1 The objective Function
In order to solvemulti-label learning problems, one intuitivemethod
is to decompose the task into 𝑞 independent binary classification
problems, where 𝑞 is the number of class labels. Unfortunately,
such methods neglect the correlation among labels, which is a fun-
damental information for solving multi-label problems. Among
various multi-label losses, the ranking loss focuses on the rele-
vance orders of label pairs, which considers the second-order la-
bel correlation. Given a real-valued decision function 𝒇 (𝒙, 𝜽 ) =

{𝑓1 (𝒙, 𝜽 ), 𝑓2 (𝒙, 𝜽 ), ..., 𝑓𝑞 (𝒙, 𝜽 )}, where the corresponding net pa-
rameter is 𝜽 , the ranking loss can be defined as:

𝑙 (𝒇 (𝒙, 𝜽 ), 𝒚̂) =
∑
𝑗 ∈𝒚̂

∑
𝑘∉𝒚̂

𝐼 [𝑓𝑗 (𝒙, 𝜽 ) < 𝑓𝑘 (𝒙, 𝜽 )], (1)

where 𝐼 (·) is the indicator function, which outputs 1 if the condition
holds while 0, otherwise. Unfortunately, it is difficult to directly
optimize the loss function defined in Eq.(1), since it usually yields a
NP-hard problem owing to its non-convexity and discontinuity. To
tackle the challenge, a feasible solution in practice is to alternatively
consider a convex surrogate loss, which can be optimized efficiently.
With respective to the ranking loss, a common choice of surrogate
loss is the following hinge loss, which has been shown as an optimal
choice among all convex surrogate losses [2]:

L(𝐷, 𝜽 ) = 1
𝑛

𝑛∑
𝑖=1

∑
𝑗 ∈𝒚̂

∑
𝑘∉𝒚̂

ℓ
(
𝑓𝑗 (𝒙𝑖 , 𝜽 ) − 𝑓𝑘 (𝒙𝑖 , 𝜽 )

)
, (2)

where ℓ (𝑧) = max(0, 1 − 𝑧) is the hinge loss.
However, the objective function defined in Eq.(2) simply treats

all candidate labels as relevant ones, which may be misled by false
positive labels in the candidate label set and obtains a classifica-
tion model with the poor generalization performance. To solve the
problem, for instance 𝒙𝑖 , we introduce a label confidence vector
𝒑𝑖 , where the confidence 𝑝𝑖 𝑗 ∈ [0, 1] estimates how likely the 𝑗-th
label can be a ground-truth label for instance 𝒙𝑖 . Note that for the
non-candidate label 𝑗 , since it is for sure irrelevant to instance 𝒙𝑖 ,
its confidence always satisfies 𝑝𝑖 𝑗 = 0. Now, for the label pair ( 𝑗, 𝑘)
with 𝑗 ∈ 𝒚̂𝑖 and 𝑘 ∉ 𝒚̂𝑖 , without loss of generality, we assume that 𝑗
is a false positive label, i.e., 𝑗 ∉ 𝒚𝑖 , where 𝒚𝑖 is the relevant label set
of 𝒙𝑖 . In such case, based on Eq.(2), the loss is over-estimated due to
excessive loss calculated on label pair ( 𝑗, 𝑘), since their loss should
have been 0. To calibrate losses calculated by Eq.(2), we propose
to re-weight the loss of each label pair ( 𝑗, 𝑘) by their confidence
difference Δ𝑖

𝑗𝑘
= max(0, 𝑝𝑖 𝑗 − 𝑝𝑖𝑘 ), which measures their relevance

ordering to instance 𝒙𝑖 . Here, the operator max(0, ·) is used to make

Algorithm 1 Partial Multi-Label Learning with Meta Disambigua-
tion
1: Input:
2: 𝐷 : the training dataset
3: 𝐷𝑣𝑎𝑙 : the validation dataset
4: 𝑇 : the max iteration
5: Process:
6: Initialize the net parameter 𝜽 and confidence 𝝆.
7: For: 𝑡 = 1 : 𝑇
8: Sample a minibatch of training samples𝐷𝑏 = {(𝒙𝑖 , 𝒚̂𝑖 )}𝑏𝑖=1

from training set 𝐷 .
9: Update 𝜽 (𝑡 ) with Eq.(5)
10: Update 𝝆 (𝑡 ) with Eq.(6-8),
11: Update 𝜽 (𝑡 ) with Eq.(9)
12: End For
13: Output: the net parameter 𝜽 and confidences 𝝆.

sure that the loss is non-negative and we omit the superscript 𝑖
when it is clear for the context. In this paper, the procedure is called
disambiguation strategy for candidate labels. Finally, the objective
function can be written as

L𝑡𝑟𝑎𝑖𝑛 (𝐷, 𝜽 ) =
1
𝑛

𝑛∑
𝑖=1

∑
𝑗 ∈𝒚̂

∑
𝑘∉𝒚̂

Δ 𝑗𝑘 ℓ
(
𝑓𝑗 (𝒙𝑖 , 𝜽 ) − 𝑓𝑘 (𝒙𝑖 , 𝜽 )

)
. (3)

3.2 Meta Disambiguation
As mentioned in Section 1, the performance of existing PML meth-
ods relies on the specific assumption, which can capture the struc-
ture information of data. However, in practice, such methods may
suffer the poor generalization performance, since the unknown
structure information can be varied in diverse datasets, which is
hard to be modeled with the specific assumption. In order to tackle
the challenge, different from previous methods, we propose a gen-
eral framework to achieve disambiguation for candidate labels in a
meta-learning fashion [25, 26].

Specifically, besides the training dataset, we assume that a small
validation set 𝐷𝑣𝑎𝑙 = {(𝒙𝑣

𝑖
,𝒚𝑣

𝑖
)}𝑚

𝑖=1 with𝑚 examples is available
during the training phase, where it satisfies𝑚 ≪ 𝑛. Note for each
example in the validation set, all of its relevant labels have been
precisely annotated in advance. In the experiment section, we will
further study the influence of the size of validation set on the
performance of the proposed method. For notational simplicity, let
𝝆 = {𝒑𝑖 }𝑛𝑖=1 denote the set of confidences for all training examples.
Intuitively, for the label pair ( 𝑗, 𝑘), the optimal confidences can
precisely measure their relevance ordering, which leads to a small
loss with Eq.(3) on the clean validation data. The observation tells
us that the optimal 𝝆∗ can be determined by its performance on
the validation set, which can be formulated as a meta-objective
function:

L𝑣𝑎𝑙 (𝐷𝑣𝑎𝑙 , 𝜽
∗ (𝝆)) = 1

𝑚

𝑚∑
𝑖=1

∑
𝑗 ∈𝒚̂

∑
𝑘∉𝒚̂

ℓ
(
𝑓𝑗 (𝒙𝑣𝑖 , 𝜽

∗ (𝝆)) − 𝑓𝑘 (𝒙𝑣𝑖 , 𝜽
∗ (𝝆))

)
,

(4)
where L𝑣𝑎𝑙 represents the loss with respective to confidence 𝝆 by
calculating with Eq.(3) on validation set 𝐷𝑣𝑎𝑙 .



In order to obtain the optimal parameter 𝜽 ∗ and confidence 𝝆∗,
a straightforward method is to employ an alternating optimization
procedure, which optimizes 𝜽 and 𝝆 alternatively until both of
them converge or exceed the maximal iteration. Specifically, it
requires an external loop consists of two internal loops, where one
for optimizing 𝜽 by minimizing the objective function (Eq.(3)) at
training step 𝑡 :

𝜽 (𝑡 ) = argmin
𝜽

L𝑡𝑟𝑎𝑖𝑛 (𝐷, 𝜽 ),

while the other for optimizing 𝝆 by minimizing the meta-objective
function (Eq.(4)):

𝝆 (𝑡 ) = argmin
𝝆

L𝑣𝑎𝑙 (𝐷𝑣𝑎𝑙 , 𝜽
(𝑡 ) (𝝆)).

However, such method is infeasible in practice due to its high
computational complexity, since both of these two procedures can
be very expensive.

3.3 Online Approximation Optimization
Inspired by previous works [12, 13, 25, 26], to guarantee the effi-
ciency for updating 𝜽 and 𝝆, we utilize an online approximation
strategy [12, 25] to update two sets of parameters simultaneously in
an iterative fashion. Specifically, at every 𝑡 iteration of training, we
usually sample amini-batch of training examples𝐷𝑏 = {(𝒙𝑖 ,𝒚𝑖 )}𝑏𝑖=1
to update the net parameter 𝜽 , where 𝑏 is the size of mini-batch.
Based on the parameter 𝜽 (𝑡−1) on the last iteration, the procedure
of updating parameter 𝜽 (𝑡 ) can be formulated as the gradient de-
cent toward the direction of the expected loss on the mini-batch
with respective to 𝜽 :

𝜽 (𝑡 ) (𝝆) = 𝜽 (𝑡−1) − 𝛼∇𝜽L𝑡𝑟𝑎𝑖𝑛 (𝐷𝑏 , 𝜽 )
��
𝜽 (𝑡−1) , (5)

where 𝛼 is the learning rate.
For each label pair ( 𝑗, 𝑘), the performance on the validation set

depends on their relevance ordering of confidences at training step
𝑡 . Following the main idea of previous works[12, 17], based on
the parameter 𝜽 (𝑡 ) , we can obtain the confidence 𝝆̂ (𝑡 ) by taking a
single gradient descent step toward the direction of the expected
meta-loss on the validation set with respective to 𝝆.

𝝆̂ (𝑡 ) = 𝝆 (𝑡−1) − 𝛽∇𝝆L𝑣𝑎𝑙 (𝐷𝑣𝑎𝑙 , 𝜽
(𝑡 ) (𝝆))

��
𝝆 (𝑡−1) , (6)

where 𝛽 is the decent step size on 𝝆. To guarantee a non-negative
loss, we need to make sure that each confidence 𝒑̂ (𝑡 )

𝑖
∈ 𝝆̂ (𝑡 ) is

non-negative:

𝑝
(𝑡 )
𝑖 𝑗

= max(𝑝 (𝑡 )
𝑖 𝑗

, 0),∀𝑗 ∈ [𝑞] . (7)

Then, we further normalize 𝑝
(𝑡 )
𝑖 𝑗

into [0, 1] to obtain 𝑝
(𝑡 )
𝑖 𝑗

,∀𝑖 ∈
[𝑛], 𝑗 ∈ [𝑞]:

𝑝
(𝑡 )
𝑖 𝑗

=
𝑝𝑖 𝑗

max𝑗 𝑝𝑖 𝑗
. (8)

Accordingly, let 𝝆 (𝑡 ) = {𝒑 (𝑡 )
𝑖

}𝑛
𝑖=1 denote the set of updated confi-

dences at training step 𝑡 .
Finally, guided by the newly updated confidences 𝝆 (𝑡 ) , we can

update the net parameter 𝜽 (𝑡 ) by using the gradient decent as
follows:

𝜽 (𝑡 ) = 𝜽 (𝑡−1) − 𝛼∇𝜽L𝑡𝑟𝑎𝑖𝑛 (𝐷𝑏 , 𝜽 (𝝆 (𝑡 ) ))
��
𝜽 (𝑡−1) . (9)

Table 1: Characteristics of the Experimental Datasets.

Data # ins # fea # label card batch size domain
music_emotion 6833 98 11 2.42 200 music

mirflickr 10433 100 7 1.77 500 image
medical 978 1449 45 1.25 100 text
enron 1702 1001 53 4.27 100 text
image 2000 294 5 1.24 100 image
scene 2407 294 6 1.07 100 image
yeast 2417 103 14 4.24 100 biology

slashdot 3782 1079 22 1.18 200 text
tmc 15000 500 22 2.23 500 text

mediamill 15000 120 50 4.22 500 video

We repeat these procedures until it exceeds the maximal iteration.
The main procedures of PML-MD are summarized in Algorithm 1.

4 EXPERIMENTS
4.1 Experimental Setting
We perform experiments on totally 10 datasets 1, including 2 real-
world PML datasets and 8 synthetic datasets. These datasets focus
on a large range of applications: image, scene and mirflickr for
image annotation, medical, slashdot, enron and tmc for text catego-
rization, music_emotion for music recognition, mediamill for video
annotation as well as yeast for protein function prediction. The
detailed characteristics of these datasets are summarized in Table 1.
For each dataset, we randomly sample 80% data for training and
20% data for testing. In our experiments, we assume that the size of
validation set is the same as the mini-batch size. We additionally
sample a mini-batch size of examples from training data as the
validation set.

There are different criteria for evaluating the performance of
multi-label learning. In our experiments, we employ five commonly
used criteria, including hamming loss, ranking loss, one error, cov-
erage and average precision. More details about these evaluation
metrics can be found in [45]. For the hamming loss, ranking loss,
one error and coverage metrics, the smaller the value, the better
the performance. For the average precision metric, the larger the
value, the better the performance.

To validate the effectiveness of the proposedmethod, we compare
two variants of PML-MD:

• PML-MD. It trains a multi-label classifier with Algorithm 1
by using SGD method.

• PML-MD+. It also trains a multi-label classifier with Algo-
rithm 1. Different from PML-MD, it additionally uses the
validation set to update the net parameter 𝜽 .

with five state-of-the-art PML approaches: PML-NI [35], PML-LRS
[27], fPML [40], PARMAP [42] and PARVLS [42]. as well as the
baseline method:

• Baseline. It trains a multi-label classifier with the ranking
loss defined as Eq.(2) by using SGD method on both training
and validation data.

1Publicly available at http://mulan.sourceforge.net/datasets.html and http://meka.
sourceforge.net/#datasets

http://mulan.sourceforge.net/datasets.html
http://meka.sourceforge.net/#datasets
http://meka.sourceforge.net/#datasets


Table 2: Comparison results between the proposed method and comparing methods under low-level label noise, where •/◦
indicates whether the proposed method is significantly superior/inferior to the comparing methods via paired 𝑡-test (at 0.05
significance level).

Data PML-MD PML-MD+ Baseline PMLNI PMLLRS PARMAP PARVLS fPML
Hamming loss (the smaller, the better)
medical .022 ± .002• .017 ± .000 .020 ± .000• .021 ± .002 .024 ± .001• .035 ± .002• .032 ± .001• .027 ± .000•
enron .070 ± .009 .073 ± .004 .074 ± .006 .082 ± .002 .173 ± .007• .137 ± .010• .132 ± .032• .112 ± .008•
image .206 ± .008 .208 ± .004 .204 ± .004 .232 ± .023• .209 ± .016 .203 ± .011 .317 ± .028• .248 ± .004•
scene .147 ± .012 .141 ± .003 .139 ± .004 .169 ± .016• .139 ± .004 .232 ± .038• .167 ± .018• .179 ± .002•
yeast .244 ± .010• .268 ± .013• .291 ± .010• .238 ± .012• .215 ± .004 .216 ± .003 .202 ± .005 .307 ± .002•
slashdot .018 ± .002 .016 ± .000 .020 ± .002• .020 ± .002• .021 ± .003• .018 ± .000• .077 ± .004• .054 ± .000•
tmc .068 ± .000• .066 ± .001 .070 ± .001• .066 ± .000 .074 ± .001• .082 ± .001• .068 ± .000• .101 ± .000•
mediamill .086 ± .004• .080 ± .002 .079 ± .002 .065 ± .009 .076 ± .001 .066 ± .003 .069 ± .000 .088 ± .000•
Ranking loss (the smaller, the better)
medical .056 ± .012 .055 ± .010 .076 ± .012• .083 ± .020 .105 ± .021• .067 ± .009 .199 ± .025• .098 ± .014•
enron .165 ± .012 .170 ± .003 .212 ± .028• .293 ± .016• .293 ± .029• .204 ± .005• .404 ± .047• .305 ± .025•
image .194 ± .009 .199 ± .010 .200 ± .018 .239 ± .032 .219 ± .025 .220 ± .014• .448 ± .048• .287 ± .021•
scene .092 ± .006 .097 ± .004 .119 ± .009• .163 ± .011• .145 ± .018• .262 ± .057• .192 ± .035• .149 ± .009•
yeast .174 ± .007 .185 ± .010• .182 ± .007 .210 ± .014• .203 ± .010• .184 ± .003 .197 ± .005• .212 ± .015•
slashdot .038 ± .007 .043 ± .007• .067 ± .005• .085 ± .011• .077 ± .007• .050 ± .005• .267 ± .083• .085 ± .009•
tmc .056 ± .001 .054 ± .001 .084 ± .010• .086 ± .002• .085 ± .007• .106 ± .004• .099 ± .002• .098 ± .007•
mediamill .080 ± .002• .071 ± .001 .070 ± .000 .154 ± .011• .155 ± .011• .116 ± .004• .139 ± .003• .164 ± .014•
One error (the smaller, the better)
medical .247 ± .034 .266 ± .034 .339 ± .023• .410 ± .067• .423 ± .034• .295 ± .023 .623 ± .036• .318 ± .009•
enron .660 ± .036 .677 ± .015 .723 ± .028 .707 ± .037 .705 ± .021 .576 ± .034 .758 ± .130 .628 ± .043◦
image .358 ± .015 .354 ± .019 .359 ± .029 .413 ± .039• .412 ± .040• .393 ± .030 .621 ± .051• .475 ± .022•
scene .269 ± .023 .284 ± .011 .288 ± .008 .385 ± .019• .379 ± .014• .465 ± .038• .333 ± .051 .364 ± .028•
yeast .225 ± .014 .244 ± .027 .234 ± .016 .266 ± .008• .239 ± .016 .231 ± .008 .201 ± .018 .235 ± .012
slashdot .321 ± .014• .326 ± .021• .329 ± .016• .114 ± .020 .134 ± .018 .074 ± .003 .875 ± .166• .096 ± .009
tmc .238 ± .010• .230 ± .006• .214 ± .003 .219 ± .004 .217 ± .004 .271 ± .003• .210 ± .004 .241 ± .006•
mediamill .185 ± .012• .172 ± .002• .174 ± .004• .128 ± .003 .131 ± .004 .140 ± .007 .195 ± .003• .145 ± .008•
Coverage (the smaller, the better)
medical .077 ± .015 .076 ± .014 .101 ± .015• .105 ± .022 .127 ± .020• .083 ± .012 .219 ± .027• .121 ± .018•
enron .319 ± .012 .330 ± .010 .372 ± .028• .498 ± .014• .502 ± .040• .414 ± .012• .623 ± .049• .539 ± .029•
image .210 ± .005 .217 ± .006 .211 ± .015 .247 ± .024 .224 ± .019 .212 ± .011 .359 ± .059• .287 ± .023•
scene .091 ± .006 .096 ± .004 .115 ± .012• .153 ± .012• .137 ± .017• .239 ± .050• .152 ± .037• .141 ± .006•
yeast .458 ± .007 .473 ± .008 .484 ± .021• .517 ± .022• .523 ± .026• .494 ± .009• .490 ± .009• .530 ± .024•
slashdot .047 ± .009 .056 ± .011• .087 ± .008• .127 ± .016• .117 ± .012• .084 ± .007• .269 ± .071• .124 ± .013•
tmc .141 ± .000 .140 ± .003 .194 ± .017• .199 ± .004• .199 ± .012• .229 ± .007• .205 ± .003• .216 ± .014•
mediamill .265 ± .007• .240 ± .003 .239 ± .002 .434 ± .026• .440 ± .032• .339 ± .007• .396 ± .009• .458 ± .034•
Average precision (the greater, the better)
medical .801 ± .029 .772 ± .023 .700 ± .020• .663 ± .066• .635 ± .032• .737 ± .025 .445 ± .036• .712 ± .007•
enron .561 ± .025 .557 ± .003 .512 ± .031 .332 ± .022• .327 ± .023• .417 ± .012• .255 ± .081• .350 ± .030•
image .764 ± .011 .763 ± .010 .761 ± .018 .728 ± .028 .736 ± .026• .743 ± .015• .559 ± .061• .679 ± .013•
scene .836 ± .013 .827 ± .005 .814 ± .006• .755 ± .013• .766 ± .013• .671 ± .043• .748 ± .044• .770 ± .013•
yeast .754 ± .011 .737 ± .016 .747 ± .008 .720 ± .009• .735 ± .006 .742 ± .003 .747 ± .007 .732 ± .015
slashdot .913 ± .009 .912 ± .007 .885 ± .008• .844 ± .015• .842 ± .016• .889 ± .005• .271 ± .142• .855 ± .008•
tmc .788 ± .005• .797 ± .003 .773 ± .011• .766 ± .005• .770 ± .008• .726 ± .006• .762 ± .001• .752 ± .010•
mediamill .722 ± .002• .738 ± .002 .737 ± .002 .662 ± .011• .658 ± .007• .672 ± .006• .631 ± .008• .643 ± .012•

To make a fair comparison, for PML methods, the multi-label
classifier is trained based on both the training and validation data.
We also use a linear classifier as the base model for PML-MD. We
use SGD as the optimizer for 500 epochs and the learning rate is

set as 0.01. The ℓ2-regularization term is added with the parameter
of 0.0001. For the comparing methods, parameters are determined
by the performance on validation set if no default value given in
their literature.



Table 3: Comparison results between the proposed method and comparing methods under high-level label noise, where •/◦
indicates whether the proposed method is significantly superior/inferior to the comparing methods via paired 𝑡-test (at 0.05
significance level).

Data PML-MD PML-MD+ Baseline PMLNI PMLLRS PARMAP PARVLS fPML
Hamming loss (the smaller, the better)
medical .027 ± .000• .020 ± .000 .024 ± .002• .034 ± .013 .041 ± .002• .073 ± .002• .340 ± .011• .027 ± .000•
enron .068 ± .004 .070 ± .007 .076 ± .005 .096 ± .004• .187 ± .008• .149 ± .013• .435 ± .024• .111 ± .011•
image .214 ± .008 .213 ± .003 .224 ± .007 .280 ± .030• .329 ± .015• .346 ± .027• .529 ± .068• .247 ± .002•
scene .160 ± .004 .156 ± .004 .161 ± .004• .337 ± .070• .206 ± .036• .300 ± .062• .347 ± .056• .178 ± .002•
yeast .239 ± .004 .271 ± .013• .285 ± .011• .434 ± .074• .299 ± .029• .273 ± .017• .381 ± .020• .302 ± .003•
slashdot .021 ± .002 .017 ± .001 .025 ± .002• .053 ± .002• .052 ± .008• .027 ± .004• .369 ± .035• .055 ± .000•
tmc .073 ± .000 .072 ± .001 .083 ± .004• .091 ± .003• .131 ± .009• .095 ± .012• .401 ± .039• .101 ± .000•
mediamill .083 ± .004• .077 ± .002 .080 ± .003 .831 ± .089• .099 ± .005• .078 ± .007 .450 ± .050• .088 ± .000•
Ranking loss (the smaller, the better)
medical .070 ± .021 .076 ± .010 .125 ± .028• .226 ± .043• .231 ± .028• .172 ± .027• .234 ± .025• .245 ± .032•
enron .183 ± .004 .185 ± .012 .277 ± .020• .387 ± .014• .384 ± .018• .287 ± .036• .420 ± .026• .388 ± .022•
image .236 ± .030 .233 ± .011 .245 ± .019 .309 ± .046• .408 ± .062• .383 ± .016• .426 ± .038• .409 ± .058•
scene .110 ± .007 .126 ± .009• .230 ± .027• .273 ± .059• .278 ± .061• .347 ± .103• .267 ± .053• .304 ± .040•
yeast .176 ± .002 .178 ± .005 .201 ± .009• .297 ± .051• .283 ± .033• .249 ± .022• .257 ± .010• .285 ± .045•
slashdot .039 ± .003 .046 ± .005 .070 ± .014• .121 ± .023• .121 ± .015• .070 ± .010• .108 ± .006• .092 ± .008•
tmc .063 ± .001 .064 ± .003 .175 ± .041• .175 ± .034• .217 ± .039• .140 ± .018• .212 ± .007• .217 ± .025•
mediamill .080 ± .002• .071 ± .000 .069 ± .001 .233 ± .022• .248 ± .046• .175 ± .023• .240 ± .028• .233 ± .013•
One error (the smaller, the better)
medical .289 ± .045 .342 ± .024• .516 ± .087• .811 ± .031• .801 ± .041• .665 ± .034• .773 ± .077• .686 ± .075•
enron .720 ± .040 .733 ± .016 .831 ± .027• .835 ± .025• .829 ± .012• .705 ± .042 .797 ± .022• .749 ± .029
image .420 ± .043 .416 ± .026 .417 ± .024 .522 ± .052• .704 ± .028• .616 ± .023• .517 ± .043• .616 ± .055•
scene .320 ± .012 .340 ± .008• .517 ± .044• .597 ± .072• .585 ± .107• .625 ± .101• .417 ± .070• .621 ± .091•
yeast .232 ± .003 .229 ± .017 .250 ± .006 .360 ± .110 .371 ± .148 .334 ± .072 .271 ± .048 .343 ± .120
slashdot .327 ± .003 .333 ± .006 .349 ± .021 .526 ± .073• .477 ± .087• .145 ± .026◦ .141 ± .025◦ .096 ± .012
tmc .257 ± .005 .264 ± .018 .372 ± .081• .437 ± .078• .573 ± .063• .356 ± .061• .404 ± .037• .400 ± .078•
mediamill .187 ± .011 .170 ± .005 .175 ± .008 .286 ± .068• .209 ± .033 .220 ± .057 .197 ± .009• .283 ± .065•
Coverage (the smaller, the better)
medical .092 ± .024 .100 ± .013 .153 ± .029• .255 ± .044• .260 ± .025• .200 ± .030• .253 ± .028• .273 ± .034•
enron .336 ± .012 .335 ± .025 .432 ± .024• .588 ± .029• .601 ± .023• .497 ± .043• .635 ± .021• .603 ± .023•
image .243 ± .027 .237 ± .011 .256 ± .022 .300 ± .036• .371 ± .052• .354 ± .011• .336 ± .021• .382 ± .047•
scene .107 ± .007 .123 ± .007• .207 ± .023• .241 ± .048• .246 ± .053• .309 ± .086• .197 ± .054• .268 ± .033•
yeast .457 ± .005 .467 ± .005• .507 ± .021• .624 ± .047• .593 ± .028• .561 ± .039• .548 ± .018• .586 ± .046•
slashdot .050 ± .006 .060 ± .008 .091 ± .021• .159 ± .025• .159 ± .015• .103 ± .011• .146 ± .008• .138 ± .013•
tmc .151 ± .002 .153 ± .005 .313 ± .044• .311 ± .040• .349 ± .045• .270 ± .021• .345 ± .009• .356 ± .024•
mediamill .263 ± .004• .240 ± .002• .235 ± .003 .528 ± .019• .562 ± .054• .458 ± .037• .564 ± .040• .541 ± .029•
Average precision (the greater, the better)
medical .759 ± .037 .711 ± .014• .543 ± .071• .307 ± .041• .295 ± .048• .426 ± .032• .324 ± .057• .365 ± .052•
enron .534 ± .011 .526 ± .016 .429 ± .020• .218 ± .013• .227 ± .011• .308 ± .038• .222 ± .018• .251 ± .017•
image .722 ± .030 .727 ± .016 .718 ± .016 .655 ± .037• .544 ± .034• .592 ± .011• .605 ± .020• .570 ± .047•
scene .807 ± .007 .790 ± .009• .661 ± .027• .612 ± .052• .615 ± .061• .567 ± .091• .675 ± .070• .581 ± .057•
yeast .747 ± .003 .747 ± .008 .723 ± .006• .618 ± .061• .620 ± .052• .651 ± .028• .688 ± .013• .610 ± .049•
slashdot .910 ± .006 .906 ± .004 .877 ± .018• .616 ± .056• .640 ± .058• .835 ± .018• .798 ± .019• .846 ± .002•
tmc .770 ± .002 .770 ± .009 .600 ± .067• .565 ± .054• .482 ± .053• .645 ± .050• .536 ± .028• .543 ± .047•
mediamill .722 ± .003• .738 ± .001 .738 ± .003 .501 ± .045• .514 ± .042• .583 ± .037• .516 ± .025• .483 ± .027•

Regarding the last 8 multi-label datasets, to construct candidate
label sets for training instances, the irrelevant labels can be flipped
with a probability. To further validate the effectiveness of the pro-
posed method under different levels of label noise, we define two

levels of label noise, i.e., low-level label noise and high-level label
noise:



Table 4: Comparison results between the proposed method and comparing methods on real-world PML datasets, where •/◦
indicates whether the proposed method is significantly superior/inferior to the comparing methods via paired 𝑡-test (at 0.05
significance level).

Data PML-MD PML-MD+ Baseline PMLNI PMLLRS PARMAP PARVLS fPML
Hamming loss (the smaller, the better)
music_emotion .192 ± .003 .192 ± .004 .201 ± .008 .227 ± .002• .230 ± .003• .256 ± .003• .243 ± .004• .220 ± .001•
mirflickr .128 ± .002 .123 ± .004 .142 ± .002• .166 ± .002• .185 ± .007• .152 ± .002• .224 ± .005• .252 ± .001•
Ranking loss (the smaller, the better)
music_emotion .223 ± .005 .228 ± .010 .235 ± .003• .251 ± .005• .257 ± .007• .324 ± .004• .358 ± .005• .293 ± .017•
mirflickr .059 ± .002 .060 ± .004 .066 ± .001• .122 ± .002• .104 ± .004• .103 ± .004• .219 ± .012• .148 ± .023•
One error (the smaller, the better)
music_emotion .393 ± .012 .399 ± .019 .427 ± .007• .489 ± .006• .527 ± .009• .584 ± .014• .584 ± .016• .515 ± .013•
mirflickr .113 ± .006 .123 ± .008 .141 ± .004• .297 ± .008• .218 ± .010• .147 ± .006• .403 ± .137• .239 ± .047•
Coverage (the smaller, the better)
music_emotion .393 ± .006 .398 ± .009 .400 ± .004 .414 ± .006• .416 ± .009• .486 ± .005• .493 ± .007• .453 ± .017•
mirflickr .173 ± .003 .174 ± .002 .178 ± .001 .228 ± .002• .214 ± .003• .215 ± .004• .302 ± .004• .251 ± .019•
Average precision (the greater, the better)
music_emotion .652 ± .008 .648 ± .012 .627 ± .005• .599 ± .003• .587 ± .007• .531 ± .007• .523 ± .005• .579 ± .006•
mirflickr .897 ± .004 .894 ± .005 .887 ± .003• .790 ± .003• .827 ± .008• .849 ± .004• .678 ± .005• .795 ± .026•

Table 5: Friedman statistics 𝐹𝐹 in terms of each evaluation
metric and the critical value at 0.05 significance level ( # com-
paring algorithms = 8, # datasets = 18).

Evaluation metric 𝐹𝐹 critical value
Hamming Loss 8.2930

2.1310
Ranking loss 28.9205
One Error 4.1730
Coverage 24.6596
Average Precision 23.3200

• Low-level label noise: each class label can be flipped from
an irrelevant label to a candidate one with a probability
randomly sampled from {0.2,0.3,0.4,0.5}.

• High-level label noise: each class label can be flipped from
an irrelevant label to a candidate one with a probability
randomly sampled from {0.5,0.6,0.7,0.8}.

For each level of label noise, we repeat 5 experiments and report
the averaging results.

4.2 Comparison Result
Table 2 and Table 3 report comparison results between the pro-
posed PML-MD and the comparing methods on synthetic datasets
under low-level and high-level label noise, respectively. For each
dataset, the paired 𝑡-test based on five repeats is conducted to show
whether the performance of PML-MD is significantly different from
the comparing methods. From the results, it can be observed that:
1) under low-level label noise, PML-MD achieves the best perfor-
mance on almost all cases in terms of ranking loss, coverage and
average precision; 2) under low-level label noise, PML-MD shows
comparable performance with PML-NI and PARTICLE in terms of
hamming loss and one error; 3) under high-level label noise, PML-
MD significantly outperforms the comparing methods on almost

all cases in terms of five evaluation metrics; 4) the performance
of PML-MD is generally better than PML-MD+, especially under
high-level label noise. One possible reason is that for PML-MD+,
the model may be over-fitted to the validation set, which has been
directly used to train the multi-label classifier. This leads to the
inaccurate estimation of label confidences for PML-MD+. From the
results, it seems that the baseline method outperforms PML meth-
ods in some cases. One possible explanation is that compared to
PML methods, the baseline method can exploit validation examples
more effectively.

We also perform experiments on real-world PML datasets to
validate the practical usefulness of the proposed method. Table 4
reports comparison results between the proposed PML-MD and
comparingmethods. Similarly, the paired 𝑡-test based on five repeats
is conducted to show whether the proposed method is significantly
different from the comparing methods. From the results, it can be
observed that the performance of PML-MD is significantly superior
to the comparing methods in all cases. In general, the performance
of PML-MD is better than PML-MD+. These results further validate
the effectiveness of the proposed PML-MD in real-world applica-
tions.

Furthermore, Friedman test [7] is utilized as a statistical test to
demonstrate the relative performance among the comparing meth-
ods. Table 5 reports the Friedman statistic 𝐹𝐹 and the corresponding
critical valuewith respective to each evaluationmetric (# comparing
methods = 8, # datasets = 18). For each evaluation metric, the null
hypothesis of indistinguishable performance among the compar-
ing algorithms is rejected at 0.05 significance level. From the table,
it can be observed that the Friedman statistic 𝐹𝐹 is significantly
larger than the critical value in terms of five evaluation metrics,
which indicates the performances of the comparing methods are
significantly different.

Finally, we perform the post-hoc Bonferroni-Dunn test to illus-
trate the relative performance among the comparing methods.



a) Hamming loss b) Ranking loss c) One error

d) Coverage e) Average precision

Figure 2: Comparison of PML-MD (control algorithm) against five comparing algorithms with the Bonferroni-Dunn test. Al-
gorithms not connected with PML-MD in the CD diagram are considered to have a significantly different performance from
the control algorithm (CD = 2.4905 at 0.05 significance level).
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Figure 3: Performance of PML-MD with varying size of validation set.

Specifically, we treat PML-MD as the control method whose aver-
aging rank difference against the comparing methods is calibrated
with the critical difference (CD). Accordingly, the performance of
PML-MD is deemed to be significantly different from the comparing
methods in the case that their averaging ranks differ by at least
one CD (CD = 2.4905 in our experiments: # comparing algorithms
= 8, # datasets = 18). As shown in Figure 2, PML-MD methods
achieve the best (lowest) averaging rank in terms of all evaluation
metrics, where the averaging rank of each comparing algorithm is
marked along the axis (lower ranks to the right). The effectiveness
of the proposed PML-MDmethod is convincingly validated by these
experimental results.

4.3 Study On the Size of Validation Data
In this section, we study the influence of the size of validation set on
the performance of PML-MD. Figure 3 illustrates the performance
curves of PML-MD as the size of validation set changes among
{50,100,150,200} on yeast, {100,200,300,400} on music_emotion and
{100,200,500,1000} on mirflickr, in terms of five evaluation metrics.
From the figures, it can be observed that the peroformance of PML-
MD is also acceptable when the size of validation set is relative small,
such as 50 for yeast as well as 100 for music_emotion and mirflickr.
The observation discloses that themeta loss on the validation set can
be regarded as a regularization term, which encourages the model

to achieve precise confidence estimation. Therefore, in practice,
in order to obtain the promising performance, one only needs to
precisely annotate a few of instances in advance.

5 CONCLUSION
In this paper, we propose a new PML method by learning to disam-
biguate for candidate labels. Different from existing methods that
perform disambiguation based on extra assumptions of data, we
adaptively estimate the confidence for each candidate label guided
by themeta-objective on a small additional validation set. Themulti-
label classifier is trained by minimizing the ranking loss weighted
by confidences. By using the online approximation strategy, these
two objectives are optimized in a pipeline iteratively to guarantee
the time efficiency. Extensive experimental results validate the ef-
fectiveness of the proposed method. In the future, we will design
more powerful base models to further improve the performance of
PML-MD framework.
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